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Executive Summary
Decision Theory Machine Learning for Demand Forecasting & Inventory Optimization

There is a right way for the Defense Logistics Agency (DLA) to do inventory placement. Over
70 years ago, a Nobel Prize-winning economist and his coauthors proved that if the demand
distribution and the inventory costs and benefits are known, there is an optimal solution to the
so-called “newsvendor problem” (see Arrow et al., 1951). Until recently, however, this solution
wasn’t tractable at the scale and complexity needed for modern supply chains.

We’ve changed that. Our decision-theoretic machine learning method, based on
can compute the optimal inventory placement for millions of line items and
thousands of storage and distribution centers to support demand coming day by day for years.

Our inventory solution builds on a Bayesian forecasting system that can incorporate trend breaks,
expert opinions, and external forecasts, including those created using generative Al, to produce
well-calibrated, highly accurate forecast ensembles that properly reflect future uncertainty. It
uses an interpretable, white-box economic model to empower DLA personnel to understand their
demand’s likelihoods and conduct counterfactual analyses. Moreover, its forecast ensembles are
consistently aggregable, so they can be paired with loss function information that captures
DLA’s posture and precision to minimize its supply chain risks.

Petabyte Economics Corp. (a US small business) is a private R&D lab in Vermont. It is led by
Dr. Ed Egan, a computational economist specializing in the R&D and commercialization of bi
data machine learning systems.

We are currently working on two products: “CatFish” (see Egan, 2023a & b), our Bayesian
demand forecasting system that is in alpha testing, and “Newsvendor” (see Egan, 2024), our
decision-theoretic method that is in R&D. We successfully pitched the National Science
Foundation’s SBIR program earlier this year (see NSF, 2024) to supplement CatFish’s
functionality and develop the machine learning methods behind Newsvendor.

We are eager to partner with DLA to deploy CatFish on its Azure cloud, build necessary data
pipelines, and experiment to customize its model and enhance its functionality to meet America’s
combat support needs. We would work with DLA to collect and incorporate your experts’
decisions and beliefs and deduce appropriate loss function data from DLA supply chain
management systems. Then, we would conduct the R&D necessary to create and deploy an
operational version of Newsvendor, refining outputs from CatFish and combining them with loss
function information to produce posture and precision appropriate optimal inventory
assignments.
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Goals and Impact
Decision Theory Machine Learning for Demand Forecasting & Inventory Optimization

Our goal is for the Defense Logistics Agency (DLA) to make scientifically sound, data-driven,
and human-centric demand forecasting and optimal inventory placements using modern decision
theory. Our research has made this possible at scale. Specifically, we propose that the DLA
create demand forecasts using Bayesian machine learning (ML) to infer the full joint distribution
of demand across multiple dimensions, including items, locations, and time, and apply loss
functions to these demand forecasts to optimize inventory accounting for uncertainty, costs and
benefits.

The main quantitative impacts of this approach are improved accuracy relative to state-of-the-art
neural net (NN) based systems (we can achieve the combined accuracy of the best NN methods
enhanced by outside information), full decision-theoretic handling of uncertainty, and posture
(i.e., position on the continuum of conflict) and precision (i.e., readiness-cost balanced)
appropriate optimal placement. The DLA's supply chains will then provide greater national
security through higher rates of first-time placement success, faster fulfillment, and better user
experiences. These improvements will lower shipment and storage costs, save taxpayer money,
and reduce pollution while increasing resiliency and agility.

Although the quantitative impacts are substantial, the qualitative impacts of using Bayesian
decision theory are truly transformative. This approach provides critical functionality that black-
box NN-based demand forecasting systems cannot (see Rudin, 2022). Specifically, it empowers
human operators to create and adapt forecast ensembles that incorporate expert opinions and
(even previously unseen) trend breaks, understand their demand's determinants and forecast
outcome likelihoods, and conduct on-demand, mission-specific counterfactual analyses.

Our work can also be applied to supply. The US would like to forecast and assess risks in critical
mineral supply (see US President, 2021). In May 2024, we discussed this with K. Watt Lough,
Director of Strategic Planning and Market Research for DLA Strategic Materials.

Technical Plan

The proposed work is to create an at-scale application of decision theory to enhance DLA’s real-
world supply chain capabilities. Specifically, we would research, develop, and deploy a(n):

1. Forecasting system: A human-centric, aggregably consistent, Bayesian
multidimensional, interpretable, white-box economic model of demand that allows
coherent operational, strategic, and financial planning within and across levels of analysis
from the same forecast model.

2. Action-contingent model: Methods to translate multidimensional forecast ensembles
into a model integrating expert opinion, trend breaks, regime changes, and other decision
inputs at appropriate grains (See_

3. Optimal inventory placement system: Integrate loss function information into the
action-contingent model and optimize inventory accounting for uncertainty, precision and
posture/scenario using a decision theoretic method based on
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The demand forecasting system will leverage any time-series model (for examples, see
Godahewa et al. 2021), including generative Al models, at any grain, to capture complex
dynamics and ensure upgradeable best-in-class accuracy without compromising on human-
interpretable intelligence. It will also use locational and other covariates to increase demand
forecasts' accuracy and calibration and allow DLA to produce scenario analyses.

The optimal inventory placement system will use decision theory to make transparent, data-
driven, human-centric recommendations: Different items have different (potentially time
varying) forecast levels and uncertainty, and different (potentially scenario varying) asymmetric
costs and benefits in different locations and postures, so need different optimal inventory
placements to minimize risk. Human operatives can review and interactive with this logic and its
underlying data.

Current state-of-the-art commercial supply chain systems often use NN-based artificial
intelligence (Al) to create item-time placement recommendations. NN-based Al approaches
generally scale, have few context-specific requirements, and need little end-user expertise.
However, because they are practical black boxes with no theoretical grounding, they defy human
interpretation, which fatally compromises their use in effective decision making. NN models also
do not produce predictive distributions and their forecasts are not aggregably consistent.

The Bayesian decision-theoretic approach does not have any of these limitations. Its primary
challenges instead concern scalability, generalizability (each model requires considerable
bespoke implementation and functionality), and manageability. We have solved the scalability
issue with proprietary parallel cloud-computing-based ML methods. Addressing the
generalizability and manageability issues requires R&D but also creates implementation-specific
economic understanding that is crucial to adaptation and resilience.

We envision the following milestones and timeline:

o 3 months: Report on data availability and project scope, including dimensions for the
model (i.e., items, services, locations, and times), specification of inputs and outputs,
major system architecture choices, etc. Review rival model(s) and determination of
forecasting performance metrics (e.g., quantile loss).

o 8 months: Deployment of forecasting system with basic functionality. Goal: competitive
performance with rival system/method.

e 10 months: Inclusion of time-trends, extended functionality, expert beliefs, and action-
contingent model. Goal: outperform rival system/method at decision grains.

e 18 months: Deployment and back-test of inventory system using historic placement and
DLA loss function data. Goal: posture and precision optimized inventory placement.

e 24 months: DLA personnel use the system to generate de novo forecasts and posture-
appropriate inventory placement schedules.

Capabilities and Management Plan

Petabyte Economics Corp. ("Petabyte") is a US small business specializing in the R&D of
machine learning methods to support cloud-scalable economic models. The key personnel are

Source Selection Information-See FAR 2.101 and 3.104. 5 | Page




Emergent 1V
Research & Development Broad Agency Announcement

Cost and Schedule

The cost and schedule depend heavily on the size and complexity of the forecasting and optimal
placement system and the availability and readiness of data and computing resources at DLA
needed for development. This proposal assumes R&D of a moderate scale and complexity
system with comparatively little non-core development and essentially all required inputs and
infrastructure, including pre-existing lakes of suitable data, will be provided by DLA.

The schedule is provided in the milestones above. The cost estimate assumes a January 1st, 2025
start, so year one spans fiscal years 2025 and 2026, and year two spans 2026 and 2027.
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